
Forensic Science International: Digital Investigation 46 (2023) 301617

Contents lists available at ScienceDirect

Forensic Science International: Digital Investigation

journal homepage: www.elsevier.com/locate/fsidi

Digital forensics and strong AI: A structured literature review

Johannes Fähndrich a,∗, Wilfried Honekamp b, Roman Povalej c, Heiko Rittelmeier d, 
Silvio Berner e, Dirk Labudde f

a Hochschule für Polizei Baden-Württemberg, Sturmbühlstraße 250, Villingen-Schwenningen, 78054, Baden-Württemberg, Germany
b German Police University (DHPol), Zum Roten Berge 18-24, Münster, 48165, North Rhine-Westphalia, Germany
c Police Academy of Lower Saxony, Gimter Str. 10, Hann. Münden, 34346, Lower Saxony, Germany
d Central Office for Information Technology in the Security Sector (ZITiS), Zamdorfer Straße 88, Munich, 81677, Bavaria, Germany
e University of Applied Police Sciences Saxony, Friedensstraße 120, Rothenburg/OL, 02929, Saxony, Germany
f University of Applied Sciences Mittweida, Technikumplatz 17, Mittweida, 09648, Saxony, Germany

A R T I C L E I N F O A B S T R A C T

MSC:

68T01

68T99

Keywords:

Strong AI

Digital forensics

Artificial intelligence

Digital investigations

Forensics is an established field of research. Digital forensics started 44 years ago with the Florida Computer 
Crimes Act (1978) including legislation against the unauthorized modification of data on a computer system. 
Since then, the field has flourished in different subdomains. The overall definitions and concepts have been 
specified by a small group of experts. Furthermore, the need for development is created by the amount of 
digital evidence which is collected concerning most crimes. This paper gives an overview of the state-of-the-

art by presenting a structured literature review of digital forensic about methods and concepts using Artificial 
Intelligence (AI) technologies. The review focuses on science done on topics in strong AI and forensics.
1. On the topic of digital investigations

With the increase of digitalization and the pervasiveness of informa-

tion systems, a crime scene is no longer what it used to be with its mix 
of a location, people, evidence, changes in time, and their virtual coun-

terparts. With the legislation against the unauthorized modification of 
data (Casey, 2004) evermore evidence including the mainstream use 
of smart homes, infrastructure, factories, or cities, investigations, and 
forensic evidence is no longer bound by one physical location.

The number of digital evidence has been increasing massively for 
years, and the large number can only be evaluated to a limited extent 
by human forensic specialists (Spranger et al., 2016). With the growing 
amount of digital information, an application of Artificial Intelligence 
(AI) in forensics is incumbent. The field of AI research and applica-

tion has flourished (Jeong, 2020). Methods from Machine Learning and 
Data Science need to be extended to be explainable and valid for legal 
purposes. We have the goal of collecting work on strong AI with the ap-

plication on forensic science, with the focus on properties of AI which 
are relevant to digital forensics. There are many surveys, collecting ap-

plications of methods of AI addressing problems in forensics. Thus, we 
chose another focus in this review. This literature review takes a more 
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abstract view, not on the application of AI in forensics, but in the pub-

lication which combines the abstract idea of AI with forensics. In this 
survey we create an overview on top level domains which are AI and 
digital forensics. We do not include applications of AI in narrow do-

mains.

Thus, the research questions analyzed in this survey is: “Is there 
research on strong AI topics concerning digital forensics?”

This is done to shed light on the properties of the methods of AI like 
explainability, which could help the broad introduction of AI in the field 
of forensics. We hope to launch a new investigation of AI researchers 
on the fundamental properties wished for with the application of AI in 
digital forensics. Those properties are mostly fundamental challenges of 
computer science, and they depend on the used AI models. Therefore, 
we want to initiate scientific work on those properties. We neglect the 
issue concerning accuracy or calculation efficiency, since this is mostly 
evaluated before the application of methods of AI to a topic. There 
are many challenges, but some of them are prioritized. We will take 
a deeper look at some of them in regard to terminology, next:

Explainability (Sanchez et al., 2019) As in forensics, one goal of 
data analysis is to create evidence to be used in court, non-
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experts are confronted with the results. To understand the 
evidence created by methods of AI, the way the used algo-

rithms or models needs to be transparent and explained. By 
showing the inner working of the used method, it could be 
shown how a result has been reached.

Human in the loop (Nguyen and Choo, 2021) Most Methods of AI 
do not work on a level of accuracy that is acceptable for 
forensic investigations. One method of coping with errors 
is to take a human back into the process and supervise the 
result of the algorithm. Some models allow a confidence es-

timate of the output. The confidence indication on the result 
reduces the cases in which the human has to be involved. 
Black-Box Models often need additional steps to create out-

put confidence intervals (Guo et al., 2017). But nevertheless, 
including a human in the process enables the system to han-

dle the faults of methods of AI in multiple ways: First errors 
can be seen and censored, before making a decision based 
on the output of the system. Second, new training data can 
be annotated. With that, the system can improve with each 
error it makes. Third, parameters can be adapted to specific 
problems and the model does not need to perform well on 
all tasks, e.g. the language selection before automated trans-

lations. This enables the system to train different models for 
different languages, and the selection of the best fitting model 
is done by the human.

Adversarial models (Nowroozi et al., 2021) is an intrinsic problem 
of AI models: If a model is trained and not a general Arti-

ficial Intelligence, we can train an adversarial model, which 
creates input to the model, producing errors. Depending on 
the model and the context, there are different types of cre-

ating an adversarial model, which creates a precalculated or 
random output of the AI model (Zhang et al., 2020). The ex-

istence of adversarial models is an argument against the use 
of AI in forensics in general.

Bias in data and models (Meissner and Kassin, 2002) reducing bias 
in data sets used by AI and the resulting models has been in 
the focus of ethical AI research (Raji et al., 2020). The gener-

ated bias should be reported with each result used in forensics 
evidence.

Model sharing (Veale et al., 2018) is the idea that models are trained 
by one party and shared with others to reduce training effort. 
By sharing the model, the model can be subject to attacks. 
One outcome can be that private data can be extracted from 
the model. In addition, sharing a model allows for white-box 
adversarial models.

Autonomy (Totschnig, 2020) is the property of a system to make de-

cisions on its own. To make a decision autonomously, one 
assumption is that there is the freedom to decide between 
options. Which is leading to the risk to select a suboptimal op-

tion. With an autonomous decision, the question of explain-

ability becomes more complex, since the values on which the 
decision is based, might not be purely data driven but could 
be contextual.

Consciousness and conscience (Meissner, 2020) as in the ability of 
being self-aware and embedding values in one’s own belief 
system, needs to be discussed if autonomous decisions are 
made by AI systems. Meissner added a hierarchy of such prop-

erties, which is depicted in Fig. 1 and should be discussed.

We added to each step a classification as done in this 
review and its downside to forensics, e.g. the explainabil-

ity property of machine learning approaches is part of the 
first level. Since the results of a machine learning model are 
hard to understand and if a model creates documentation on 
how it reached its decision, it becomes easier to understand. 
But because these are mostly statistical models learned from 
2

data, they can be explained. This is questionable in the sec-
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ond level, where the models do not have to be statistical and 
become more complex. Depending on the elaboration of the 
intelligence, it might no longer be possible for humans to 
understand the reasoning or complexity of information that 
leads to a decision. From there the properties are more ab-

stract and fuzzy and with that harder to classify. Creativity 
for example is used to create solutions to new problems. The 
evaluation of such a non-standardized process could, e.g. be 
more effort on analyzing if it stands up in court. Finally, con-

science leads to further problems like goal attainment and 
management. Since autonomous, self-aware systems would 
probably manage their own goal, which could conflict with 
those of an investigation.

Trust (Marcus and Davis, 2019; Siau and Wang, 2018) in the abil-

ity of AI and its results is one of the more abstract solutions. 
The problem at hand here is: if AI becomes sufficient sophis-

ticated, human intelligence is no longer adequate to under-

stand the reasons of such a system. Thus, we need to resort to 
trusting the results without being able to check them.

These properties are just examples of abstract properties of AI that 
could be discussed. During our investigation in this survey, we noticed 
that most papers are concerned with weak AI, applying machine learn-

ing and data science to problems in forensics (Hall et al., 2021; Jarrett 
and Choo, 2021). In more details, we classified the different topics be-

tween the first two layers in Fig. 1 in more detail in Fig. 2.

As the pace of AI research continues to accelerate, the gap between 
the state of the art and its application in forensics is widening.

2. The state of decay

With accelerated technological development, the expert level of 
law enforcement trails this development with the needed insight to 
handle modern digital forensics. New versions of operating systems, 
like company-specific Android clones from Sony, Huawei, or Samsung, 
make it even harder to build up expertise and good protocols for foren-

sic investigations. On top of that, we have a massive amount of apps 
developed and updated weekly. Getting to know all the possible digi-

tal evidence, needs additional research and without any abstraction is 
a Sisyphus task. The last but most discussed challenge is the amount of 
data created and collected by law enforcement. With an ever-growing 
capacity of storage in consumer electronics, a simple case of a bar brawl 
with criminal assault concludes in the seizure of multiple smartphones, 
and the need to analyze gigabytes of data.

With the speed of technological development, the knowledge taught 
in the education of law enforcement officers in digital forensics decays 
every day. The gap between the state-of-the-art in the negative dual-use 
potential of modern IT-Systems and methods of Artificial Intelligence, 
and the knowledge of investigators seems to grow constantly. This con-

clusion has been drawn from the structured litterateur review (Armitage 
and Keeble-Allen, 2008), which is presented in section 3. The dual use 
potential of AI has become a subject of research in many domains 
(Schmid et al., 2022; Urbina et al., 2022). Even politics has begun to
engage to AI and the dilemma of dual-use (Kania, 2018). We see three 
types of results coming from this discussion: The abandonment of AI Re-

search, the use for crime and the utilization in domains to benefit like 
digital forensics.

Machine Learning (ML) has become a major technology for many 
industries. The improvements in the methods of automating statisti-

cal analysis have made today’s ML algorithms outperforming humans 
in many tasks. Complex models like Neural Networks so big they are 
called Deep Learning are at the forefront of this scientific endeavor. 
With Deep Learning, we tackle ever more complex task, which leads to 
more complex models. The complexity of the models has become in-

comprehensible or better unintelligible for most humans. This means 

we get results from the application of ML, but might no longer under-
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Fig. 1. Interpretation of the hierarchy of abstract properties of AI (Meissner, 2020).
stand the created solution. Explainable AI (XAI) tries to shed light on 
the inner working of such complex models used in modern ML Algo-

rithms (Samek et al., 2019). XAI, therefore, is part of the research of 
AI and ML algorithms, to make the functional principles of the methods 
more understandable for humans.

“Despite all these developments, the promises of strong artificial in-

telligence set forth in the 1960s have not been fulfilled.” (De Winter 
and Dodou, 2014) [p. 7] The automation of statistics as done in ML is 
not yet general intelligent behavior. Small but complex problems can 
be solved with ML up until today. But topics like cognition, planning, 
learning, reasoning and pragmatic language understanding are part of 
the broader research are call Artificial Intelligence (Ertel, 2018). Argu-

ment of the feasibility of AI in the broader sense has been made (Cole, 
1991). This AI in a broader sens is called “strong AI”. Strong AI has 
been defined as antagonism to “weak AI”, which describes ML as it is 
practiced today. But it can be argued that Machine Intelligence, and 
with that ML, is part of strong AI. For strong AI to be applied to digital 
forensics, strong AI topics have to be further research since common un-

derstanding in AI research is, that strong AI has not yet been developed 
(Nordby et al., 2022).

3. Structured literature review

Artificial intelligence has reached many domains. The idea of not 
programming algorithms to solve a problem, but to collect data and 
let machine learning create a solution, looks promising. Although this 
is not AI, it is the application of methods of AI (in this example the 
machine learning part) to a domain-specific problem. There are two 
ways AI can be involved in crimes, either as a tool or as a target (Jeong, 
2020).

AI has been a topic of research since 1950 when Turing asked the 
question “Can a machine think?” Artificial Intelligence as a term has 
been coined in 1955 by McCarthy et al. (1955). Till then, the research 
field has grown and specialized in many subdomains. The research can 
be structured into two goals (Flowers, 2019): Weak AI and Strong AI. 
The first utilizes methods of AI to solve problems like the ever-growing 
amount of data collected as evidence. The second describes aims at pro-

ducing a system comparable to a mind including intelligence, cognition, 
understanding and other mental states.

Many surveys have analyzed the use of weak AI application to foren-

sics. Neglecting the questions of strong AI and its implications for the 
domain of digital forensics. Therefore, this survey attempts to locate 
contributions which look at AI and its properties and its applicability in 
digital forensics. With the question in mind: What needs to change on 
how AI works, to be applicable1 in forensics?

The application and the questions of the validity of methods in re-

search in weak AI are direct statistical evaluations. Statistical evaluation 
is done in experiments, or applications in a domain and the result in its 
usefulness is calculated (e.g. through F1-scores, confidence intervals or 
ANOVAs). In the domain of strong AI, such an evaluation is harder, 
3

1 e.g. explainable or trustworthy enough.
since e.g. the notion of conscience is less formally described. There are 
many publications on the application of methods of AI to special top-

ics, e.g. Hoelz et al. (2009); Mitchell (2010); Jeong (2020); Veldhuis et 
al. (2022), and they also contributed to digital forensics. But the discus-

sion of topics of strong AI in critical applications2 is less researched, and 
we want to emphasize research in this area. Current literature reviews 
are mostly specific, e.g. Ganesh et al. (2022); McKinnel et al. (2019); 
de Sousa et al. (2019). Therefore, this survey is directed to the analysis 
of papers actually naming Artificial Intelligence and digital forensics in 
the title.

In both domains, topics overlap and some of them are researched 
by both types of research, but on different abstraction levels. Surveying 
the depth of each field of AI is a task that would take up too much space 
for this journal. The idea of this review is to survey publications that 
analyze the application of AI methods of both types to digital forensics. 
With the classification shown in Fig. 2 we analyze the topmost termi-

nology AI and not its implementation in Machine Learning methods or 
further down the specialization of the application of Data Science in 
digital forensics.

We have chosen those keywords because we want to analyze the use 
of strong AI in the domain of digital forensics and law enforcement, and 
not the application of a specific AI method like machine learning (weak 
AI) in the domain of digital forensics.

Fig. 2. Embedding of Topics of AI and related terms (own illustration).

We create a literature review by looking at the following resources 
using the PRISMA 2020 Workflow (Page et al., 2021), although not all 
2 critical meaning impacting humans lives deeply.
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Fig. 3. Overview of Methodology.
steps of the checklist are applicable. Since we used expert reviews of the 
papers, e.g. bias analysis and synthesis methods are too heterogeneous 
to describe. Nevertheless, we structured the method and results as much 
as possible (Fig. 3).

In the first step we used Google Scholar with search terms AI dig-

ital forensics and Artificial Intelligence digital forensics to identify 
fitting papers. Then, we scrutinized the more than 10,000 results and 
derived search terms to narrow down the research (Schmid et al., 2022). 
Thus, we finally combined (“digital forensics” OR “digital forensic”) 
with “AI” as well as “Artificial Intelligence” and searched for this in 
the title of the publications. Additionally, we discovered a new domain 
called “AI forensics” and searched for this term in the text. From the 
results, we removed duplicates and other unscientific publications. Ex-

cluded were, e.g. papers published in journals or conferences which 
have been listed as predatory publishers.3 Furthermore, we removed 
presentations, student project reports, Bachelor theses and nonscien-

tific publications. Additionally, we removed publications we could only 
locate on arxiv.org or EasyChair preprints because we can not grantee 
that the papers have gone through a peer review. Results were limited 
to the last five years (since 2017). The papers have been analyzed by the 
authors due to resources, only one scientist did examine an individual 
paper. The following research led to the work presented here.

Search string [allintitle: AI (“digital forensics” OR “digital foren-

sic”)]

The short paper by Constantini, Lisi and Olivieri describes 
a research network infrastructure that brings digital foren-

sics experts AI researchers together (Costantini et al., 2019b). 
This network is supposed to foster scientific advances in the 
area of artificial intelligence for digital forensics. It has been 
established in the frame of the EU-funded project digital 
forensics: analysis tests through intelligent systems and prac-

tices (DigForASP). The authors expect an impact on the devel-

opment of AI applications for analysis of digital evidences and 
decision support systems, as well as increased transparency.

The paper by Sikos (2021) describes the challenges of dig-

ital forensics and the limitations of the state-of-the-art. The 
main contribution of this paper is the suggestion to describe 
the domain of digital forensics in RDF and OWL.
4

3 compared with https://beallslist .net.
The result by Cruz (2019a) is a master’s thesis that met the 
criteria of this structured literature review. Since it has been 
reviewed by two professors, we will see this as peer-reviewed 
and analyze it in this paper. Cruz describes artificial intel-

ligence in two applications: Machine Learning and Natural 
Language Processing (NLP). This is quite narrow and shows 
that weak AI is used in this work. Furthermore, he proceeds 
in the application of crime detection on online data. This 
explains the focus on machine learning and NLP, since on-

line most information is in text form, and information can be 
crawled to be used as a data set and an input for methods of 
machine learning. Cruz (2019a) proceeds with two examples 
of how methods of AI were analyzed in lawsuits in US courts. 
Unfortunately, this thesis stops before a real experiment is 
conducted.

Kim et al. (2021b) conducted a study of user data ex-

tracted from wearable devices. The term artificial intelligence 
used in the title of the paper and the abstract only refers to 
the devices and has no respect to the way digital forensics is 
applied.

Jo et al. (2019) performed digital forensic analyzes of four 
AI speaker ecosystems. They derived and proposed five digi-

tal forensic analysis methods and practices for those. Neither 
weak nor strong AI are used for their analysis. In this respect, 
the authors’ paper is outside the focus of this review.

Jang and Shin (2021) proposed in their paper an AI-based 
evidence collection system. The basic idea of such a system 
is well described. However, there is no deeper explanation 
about concept, requirements, design, development, testing, 
deployment etc., neither in relation to artificial intelligence 
nor to digital forensics.

The “Special Issue on Application of AI in Digital Forensic-

s” (Fähndrich et al., 2022) is a collection of papers on AI with 
application to forensics, focusing on the fusion of computer 
science, data analytics, and machine learning with discussion 
of law and ethics for their application to cyberforensics. It 
includes technical contributions, a discussion paper, system 
description, project report, and an interview with one of the 
leading experts in the science of AI. The authors explain in 
the introduction, that the chain of custody, the legal certainty 
and the data protection are major hurdles for the use of AI. 

Therefore, in order to be able to cope with the ever-increasing 

https://beallslist.net
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Fig. 4. State-of-the-art of the use of methods of AI in a forensic process (based on Hall et al., 2021).
number of potential sources of evidence, machine learning 
and data science methods must be extended to be explain-

able and valid for legal purposes.

Search string [allintitle: Artificial Intelligence (“digital forensic-

s” OR “digital forensic”)]

We were unable to find the paper of Sanyasi and Kumar 
(2021). The only published contribution is an abstract, which 
makes it difficult to evaluate this contribution.

Hall et al. (2021) describe their publication as an opinion 
letter, where they discuss the application of Explainable AI 
(XAI) to digital forensics. The state-of-the-art is described in 
a figure much like Fig. 4

The methods of AI are here utilized to automate minor 
tasks like the detection of drugs, weapons, categorize chats 
and images. In their outlook, Hall et al. postulate that top-

ics like data discovery and recovery, device triage, network 
traffic analysis, encrypted data forensics, timeline/event re-

construction, and multimedia forensics might profit from the 
integration of methods of AI into their fields of research.

Costantini et al. (2019a) propose the use of Answer Set 
Programming as a logical computational tool for the support 
of digital forensics. With their analysis of the state-of-the-art, 
they conclude, However, support for the effective aggregation 
and organization of useful evidence is simply non-existent. 
They aim at a Decision Support Systems (DSS) for future in-

vestigators, which can help analyzing the collected data. This 
is because according to current legislation, they can merely 
be auxiliary tools, and not substitutes, to the human decision-

maker. This means that we still have a way to go for the AI 
systems to prove their lack of bias, their consistency, or their 
ability to aid law enforcement in their investigations. Costan-

tini et al. (2019a) describe examples of how ASP can be used 
to reason in different data types. Whether this reasoning will 
hold up in court remains to be seen.

Kelly et al. (2020) discuss the use of AI in digital foren-

sics and the need of utilizing explainable methods. They ask 
questions about the models used, which help classify an AI 
method, and discuss their answers, e.g. intrinsic vs. post-hoc 
explanations, model-specific vs. model-agnostic, or local vs. 
global. Kelly et al. analyze additional obstacles, which en-

counter with uncleaned forensic data like missing date, fea-

ture selection or interactive learning.

Fig. 5 shows one of the different perspectives to processes 
in digital forensics. The one shown by Kelly et al. is an ab-

stract, which represents a view of a data scientist. Data is 
cleaned and normalized. Machine models are learned and 
selected depending on the data and the context of the classi-

fication or clustering task. The models are trained and tested 
and after a quality thresh-hold has been reached the models 
5

are deployed for their use.
Rughani (2017) analyzes frameworks, which are used in 
digital investigations. The process is separated into the three 
classical steps: acquisition, analysis, and presentation. The 
analysis does not deeply describe the usage of AI methods 
in the tree steps, but shows possible applications. With that, 
the contribution is only an idea without evaluation or imple-

mentation.

Jarrett and Choo (2021) see the potential of the applica-

tion of AI to digital forensics, with AI as “massive scale to 
automate a wide variety of processes and operations”. Here, 
Jarrett and Choo understand AI as a tool to automated task 
in digital forensics. According to their analysis of complaints 
processed in the FBI IC3 from 2001 to 2019, the total num-

ber of internet crime complaints grew from approximately 
50,000 in 2001 to about 467,000 in 2019. Total damages by 
internet crime grew from 17.8 million to 3.5 billion Dollars. 
This means the overall damage by reported internet crime has 
become almost 200-times higher. Jarrett and Choo (2021)

classify the terms Artificial Intelligence, Machine learning 
and Deep Learning as means to automation. They conduct 
a literature review on AI application on automation, then the 
application of automation in digital forensics, and with that 
finally the application of AI in digital forensics. They focus 
on Tools and Frameworks of AI. As a motivation, Jarrett and 
Choo (2021) determine that the average cost of an expert 
forensic examination ranges from $5,000 to $15,000 and in 
complex cases it can exceed $100,000. Furthermore, they ar-

gue that the speed of digital investigation can be improved 
by methods of AI. But the cost and speed of a digital inves-

tigation is just partially the motivation of using AI in digital 
forensics: We argue that clues are missed due to the amount 
of data that needs to be investigated. Thus, the use of AI does 
not only lower the cost of digital investigation, but also in-

creases the investigation result quality.

Iqbal et al. (2020) describe in their chapter applications 
of AI methods in different Domains. The contribution of this 
chapter is an analysis of software used by law enforcement 
utilizing data mining and machine learning. Those are, e.g., 
Chen et al. (2003) or Nissan (2012). The analysis of those 
tools shows, that there has been the first application of meth-

ods of AI into forensic tools. The analyzed examples are 
Deep Learning in Social Media Mining like Tweet Crawler for 
Events Identification or Information extraction. Their analy-

sis concludes in future applications which are manifolds, and 
they conclude The implementation of AI holds the potential 
to dramatically change the field of digital forensics (Iqbal et 
al., 2020, p. 149).

Raponi et al. (2022) describe a special system for shot 
detection of gunshots. In the title they use Digital Forensics 
and Artificial Intelligence, therefore they are reviewed in this 

structured literature review, even though this paper is the 
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Fig. 5. One machine learning perspective of a forensic process (Kelly et al., 2020).
application of narrow AI to a specific problem. Here, a stan-

dard of machine learning (a Support vector machine) is used 
to train on a training set to locate and identify different gun 
types by the sound they make if a shot is made. Even though 
this meets the criteria, this is not a paper we want to analyze 
in this survey. But it is a good example of the state-of-the-art 
on narrow AI.

Malhotra (2023) is a book chapter. They argue for the use 
of AI in digital forensics, but with the formal description of 
the used processes, data. This formal description is needed to 
make evidence admissible in a court of law. Thus strength-

ening our argument for the analysis of Methods of AI in the 
topic of strong AI.

Cruz (2019b) describes in his Master’s thesis the effective-

ness of AI in digital forensics. Machine Learning and Natural 
Language Processing are classified as implementations of AI. 
The focus here is on the detection of online crime and its dis-

closure in court.

Chen (2020) proposes an architecture for AI-based exam-

ination of digital forensic evidence where artificial intelli-

gence systems are paired with human experts. Human investi-

gators are responsible and accountable for the accuracy of the 
investigation. Machines are responsible for speed, humans for 
accuracy.

Search string [allintext:“AI forensics”]

Baggili and Behzadan (2019) in their conference paper coined 
the term “AI Forensics” for a new discipline subordinate to 
AI safety that aims at the development of tools, techniques 
and protocols for the forensic analysis of AI failures. They 
“propose a taxonomy for the corresponding types and sources 
of evidence” and consider explainability as one of the main 
challenges of AI in forensics.

Faraldo Cabana (2023) is a book chapter. It describes the 
hurdles which have to be taken by an example application of 
machine learning for investigation. Taken from other forensic 
identification methods, the idea of arguing with examples is a 
good one and could be a valid approach to the legal problems. 
The chapter discusses a special application, but the argument 
could be generalized.

Kim et al. (2021a) describe a browser extension using ML 
to classify malware. The AI Model is used to identify web-

sites with malicious software. This is an example of weak AI. 
The term forensics is used to describe the browser extension 
capability to analyze the browser caches. The contribution 
is seen as a proof-of-concept implementation of “applying AI 
technology to digital forensics”.

Atlam et al. (2020) create a state-of-the-art analysis to the 
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study of forensics for the Internet of Things (IoT). The anal-
ysis extracts requirements, challenges, solutions and open 
research directions for forensics in the IoT. The need of au-

tomation (via AI) is discussed.

Bhatt and Rughani (2017) review how machine learning 
can be used in digital forensics. The paper is not scientific and 
describes a tool in an unstructured manner. ML an AI is seen 
in an implementation of a DeepQA.

Solanke (2022) gets to the heart of the problem with 
the focus of explainability. The paper describes different as-

pects of explainability and classifies possible solutions into 
“white box interpretable models” and “Post-hoc explanation-

s”. The main contribution of the paper is the crystallization 
of recommendations to gain trust in models. Thus interpret-

ing explanations as mitigating for trust in the performance of 
ML models. The discussion in Kim et al. (2021a) shows how 
complex the discussion of ML models and trust is. The sub-

sumption into strong AI topic is still needed, but the analysis 
can be built upon.

Brighi et al. (2020) in their workshop paper address the 
question of how the processing time and the reliability of the 
results in the analysis of digital evidence can be supported by 
the use of AI. Therefore, they show the connections between 
the principles of forensic investigation and AI applications. 
They state that in order to define the legal framework for 
AI applications in digital forensics, their functioning must 
be fully understood. Furthermore, the boundaries between 
legally acceptable and unacceptable consequences must be 
determined. They support the development of monitored sys-

tems in which interpretability results from the use of humans 
and call this humanware in the field of digital forensics.

Krishnan et al. (2022) aimed to quicken the review and 
analysis phase through developing a custom forensic software 
that automates the handling of case evidence and leverages 
analytics to predict sentiments of case suspects, indicators 
of financial fraud and sexual harassment of suspects while 
pointing to their evidence sources. The author highlighted 
in his study, that in the case of large volumes of data, au-

tomation coupled with data mining and artificial intelligence 
can greatly speed up the forensics process and thereby allow 
for a quicker investigation. Further on he explained, that ma-

chine learning, convolutional neural networks, and natural 
language processing are having a high impact on electronic 
discovery and forensic investigations. Particularly making de-

cisions using artificial intelligence needs to be continuously 
explainable to a jury. For this reason explainable artificial in-

telligence will need to be employed.

The focus of the work of Leone (2021) is on the ap-
plication of recognition algorithms using AI. Not the direct 
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application is considered, but the discussion in the field of 
semiotics. Semiotics defines humans not as objects, but as a 
matrix of signs. These signs, according to the paper, cannot 
always be recognized by AI and need to be critically discussed 
in this field. On the basis of cultural patterns this is explained 
in detail. Interesting are the remarks on today’s tendency of 
“naturalization” of technology and the resulting digital imag-

ing techniques.

This monograph was prepared as part of a dissertation 
of Horan (2022). The focus of the work is on the develop-

ment of a framework for the automated collection of infor-

mation using the approaches of OSINT. OSINT (Open-Source-

Intelligence) provides a lot of information with different 
tools, which are found in unrelated reports. The developed 
framework automates the information collection, summarizes 
these reports and creates a single graphical report. Machine 
learning approaches are used as part of the automation.

In the paper of Edwards et al. (2022), an expansion of 
the application area of AI forensics takes place. AI Forensics 
is a novel research field that aims at providing techniques, 
mechanisms, processes, and protocols for an AI failure inves-

tigation. The goal of this work is to establish a subfield of 
AI forensics, namely AI model forensics. AI model forensics 
examines the forensic investigation process, including where 
available evidence can be collected. Starting with the na-

ture of the development and use of Ki models, we explain 
that these models can be replaced, infected, or fooled by ad-

versarial input. Using a literature review, we examine the 
relationships and dependencies of AI model forensics with the 
subfields of software forensics, cloud forensics, and network 
forensics, med that are useful for AI investigations. Overview 
of digital forensics practices in areas strongly related to AI 
and useful for implementing protocols and procedures spe-

cific to AI investigations. The potential applicability of the 
field of AI model forensics is explained using a scenario (AI-

based model decides on surgery) and provides a perspective 
on the benefits and challenges.

The method of review of the papers has been a qualitative study by 
one of the authors as an expert in digital forensics of the selected papers, 
assessing and summarizing the main findings of each paper looked at. 
The papers have been analyzed by one of the authors as specialist in 
digital forensics and computer science. With that, we hope to spark 
confidence in the reader in our conclusion.

4. Discussion

Restricting the structured literature review to the keywords search 
in the title filters most of the specific papers out of the analysis. The re-

sults show the usage of the term AI and forensics in abstract fields, and 
not the application of one type of, e.g., machine learning methods in 
forensics. A broader search on the application of methods of data sci-

ence, machine learning, and even AI results in more papers but neglects 
the abstract questions of applicability of AI in digital forensics. Broad-

ening the search of methods of AI in the application can be seen as an 
investigation of weak AI in digital forensics. The analysis of this survey 
is to show that a discussion is needed, on explainable and trusted AI.

Results from the analysis are, that the application of AI in digital 
forensics is mostly restricted to the application of different machine 
learning methods to narrow problems in a specific domain. The bigger 
issues like the questions about trusting autonomous systems in their 
decisions, a discussion of adaptions of laws, or forensic implications of 
the automated analysis of data not available today, are still missing. 
The application of machine learning to the available data of a certain 
context like a city is an approach studied to start the evaluating methods 
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of AI (Shapiro, 2017). The development possibilities are many-fold, a 
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detection of discriminate patterns in police work (Brantingham et al., 
2018), the Digitalization and analysis of cold cases, or the live selection 
of data gathered are just some visions.

Given the speed at which AI is evolving (Liu et al., 2021), every day 
missed means another day of lag for law enforcement. Every missed op-

portunity to explore an application of data analytics, machine learning 
or methodes of AI puts the application in a negative dual-use potential 
and leaves law enforcement’s tech affinity in decline.

The analysis of weak AI in any application does not mean that the 
methods include decision-making, autonomy, or intelligence. Meaning, 
humans are still making the real decisions and the methods of AI are 
only decision support systems. Thus, its application is not as critical as 
the application of strong AI. Which in its definition is autonomous and 
with that makes its own decisions. Thus, more analysis is needed on the 
trust in the results of strong AI systems, especially in the application in 
law enforcement. Even though the development of Methods of AI which 
merits the label strong AI is still ongoing, more and more automation in 
digital forensics is needed, and with that the questions of trust in those 
methods need to be raised.

For scientists, we want to motivate the research on topics placed in 
the areas of Strong AI. This survey shows the gap between the use of 
weak AI in many domains, which are established in the field of foren-

sics, and the topics of strong AI, which are not yet part of the scientific 
disscourse. The research on these topics could make it easier to use re-

sults created by AI systems before a court.

The properties of processes in digital forensics and forensic readiness 
have been subject to research (Rowlingson et al., 2004; Pan and Batten, 
2005; McKemmish, 2008; Damshenas et al., 2014; Kebande and Venter, 
2018; Amato et al., 2020) (chronological order). This survey has shown 
that connecting forensic requirements and methods of AI (even weak 
once) is still staring out. For the even more difficult problem of strong 
AI, the discussion has not been started yet.

5. Conclusion

Ten years ago, Simson Garfinkel predicted the state-of-the-art 
(Garfinkel, 2010): Increasingly organizations encounter data that can-

not be analyzed with today’s tools because of format incompatibilities, 
encryption, or simply a lack of training. Even data that can be analyzed 
can wait weeks or months before review because of data manage-

ment issues. Without a clear research agenda aimed at dramatically 
improving the efficiency of both our tools and our research process, 
our hard-won capabilities will be degraded and eventually lost in the 
coming years. In Germany this is the case: evidence takes months to 
be processed, encryption lets surveillance “going dark” and training is 
miles away from being sufficient to narrow the gap between the knowl-

edge of law enforcement and the technologies used.

The takeaway message from this survey can be: we need more ap-

plication of AI in digital forensics. And with that, research concerning 
properties which help the usability of results of the application of meth-

ods of AI to forensic problems. To conclude: we need more fundamental 
research on AI to be able to apply it in domains like digital forensics. Ex-

plainability, robustness to bias and accuracy are properties which need 
more focus if the fundamental questions of strong AI (like shown in the 
outermost circle of Fig. 2) are to be addressed. A good example of the 
lack of such research could be seen in autonomy and consciousness: 
The research in this study did not produce any papers with a discus-

sion of autonomy or conscious AI in digital forensics. As this can easily 
be turned into a fundamental question of AI research, its application in 
law enforcement might be of interest.

For future work, the search terms of a survey could be broadened: 
“Machine Learning” as well as “Data Science” could yield more specific 
results on which methods of AI are currently applied to digital forensics 
and which need further investigation. The transfer of research results 

from different research areas of AI has to be flanked by evaluating a 
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moral, ethical and law perspectives, while evaluating their application 
in the domain of digital forensics.

Future research could be directed in asking the questions of strong 
AI to be discussed for the use in our justice systems: How do we use sys-

tems, we do not fully understand? Which decisions are we willing to let 
AI decide? How do we integrate autonomous systems into trails? How 
do we establish protocols if machines disagree in their output given the 
same data?
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